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Introductions

If you could be the Devil 3:)

If you could be the Devil and offer a mathematician to sell his soul for the
proof of one theorem – what theorem would most mathematicians ask for?

I think it would be the Riemann Hypothesis.
— Hugh L. Montgomery

The Riemann ζ-function

ζ(s) :=
∑
n≥1

1

ns
, with s := σ + it ∈ C.

Discrete v.s. Continuous

A Major task of mathematics today is to harmonize the continuous and
the discrete, to include them in one comprehensive mathematics, and to
eliminate obscurity from both.

— E. T. Bell, “Men of Mathematics”, 1937
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Connections with the primes
Recall when s ∈ R, L. Euler proved in 1737 that

ζ(s) =
∑
n≥1

1

ns
=

∏
p prime

(
1− p−s

)−1
,

the expression on the right is the so called “Euler products”.

Euclid (c. 300 BC): There are infinitely many prime numbers, (and
hence ζ(1) diverges above).

Chebyshev (1850): There is always a prime p such that n < p < 2n
for n ∈ Z>1.

Gauss (Christmas Eve 1849): As a boy of 15 or 16, I determined that,
at around x, the primes occur with density 1

log x , i.e.,

π(x) := #{primes ≤ x} ≈
bxc∑
n=2

1

log n
≈
∫ x

2

dt

log t
:= Li(x)
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Riemann’s 1859 memoir
In his 10-page 1859 memoir “”Ueber die Anzahl der Primzahlen unter
einer gegebenen Grösse” published by the Berlin Academy of Sciences, B.
Riemann employed tools from complex variables to study the distribution
of the primes:
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Riemann’s 1859 memoir: the main contributions

(1) Riemann considered ζ(s) by taking s ∈ C, analytically continued it to
the entire complex plane, completed it with the Gamma factor

ξ(s) :=
1

2
π−s/2s(s− 1)Γ

(s
2

)
ζ(s),

to obtained the functional equation

ξ(s) = ξ(1− s).

(2) He also introduced the discrete function J(x)

, and showed that

J(x) :=
∑
n≤x

π(x1/n)

n
= π(x) +

π(x1/2)

2
+
π(x1/3)

3
+ · · · ,

log ζ(s) =

∫ ∞
0

x−s dJ(x)

= s

∫ ∞
0

J(x)x−s−1 dx.
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The zeros of the Riemann ζ-function

The two types zeros of ζ(s)

We see that the completed ξ-function

ξ(s) :=
1

2
π−s/2s(s− 1)Γ

(s
2

)
ζ(s)

has the same zeros as ζ(s), but with simple poles at s = 0, 1, and
functional equation ξ(s) = ξ(1− s).

As the Gamma factor Γ
(
s
2

)
has simple poles at s = 0,−2,−4,−6,

. . ., the zeta function has simple zeros at s = −2,−4,−6, . . ., these
are the trivial zeros.

The only other zeros of the zeta function are the non-trivial zeros, lie
in the critical strip 0 < s < 1.

The Riemann Hypothesis

All the non-trivial zeros of ζ(s) lie on the vertical line s = 1/2.
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To rescue π(x)
Now after we attempt to recover π(x) from the J(x):

π0(x) :=
1

2
lim
h→0

(π(x+ h) + π(x− h)) =
∑
n≥1

µ(n)
J(x1/n)

n
,

where µ(n) is the Möbius µ-function

µ(n) =


0 if n has one or more repeated prime factors

1 if n = 1

(−1)k if n is a product of k distinct primes.

Riemann connects the discrete function J(x) with the non-trivial zeros ρ of
the zeta function and the function li(x) :=

∫ x
0

dt
log t by the explicit formula:

J(x) = li(x)−
∑
ρ

non-trival zeros of ζ(s)

li(xρ)− log(2) +

∫ ∞
x

dt

t(t2 − 1) log t
.
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The Prime Number Theorem and the zero free region

Two French mathematicians, J. Hadamard and C. de la Vallée-Poussin in
1896 independently proved that the zeta function has no non-trivial zeros
in the region

1− σ ≤ c

log |t|
for some calculatable constant c.

Thus proved the celebrated

Prime Number Theorem (1859)

π(x) ∼ x

log x
,

which was conjectured by Gauss and Legendre.
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Zeros on the critical line ρ = 1/2:

Since the Riemann Hypothesis asserts that all the non-trivial zeros lie on
the vertical line ρ = 1/2, there has been numerous evidence (attempt to)
support it:

Timeline of the results on the non-trivial zeros being critical

G. H. Hardy (1914) and G. H. Hardy & J. E. Littlewood (1921)
showed that there are infinitely many zeros on the critical line.

A. Selberg (1942) proved that at least a positive proportion of the
zeros lie on the critical line.

N. Levison (1974) showed that at least 36.5% (“more than
one-third”) of the zeros lie on the critical line.

B. Conrey (1989) improved the above to more than 40.7% (“at least
2/5”) of the zeros of ζ(s) are simple and lie on the critical line.
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Other consequences of the validity Riemann Hypothesis

Gaps between primes

H. Cramér in 1937 proved that under RH,

pn+1 − pn = o(log pn)3,

where pn denotes the nth prime number.

–Update: Y. Zhang in May 2013 gave the unconditional bound

lim inf
n→∞

(pn+1 − pn) < 7× 107.
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Other consequences of the validity Riemann Hypothesis

The (even) Goldbach Conjecture (1742)

“All even integers n ≥ 4 can be expressed as a sum of two primes”

–Update: the odd case, i.e., “All odd integers n ≥ 5 can be expressed as a
sum of three primes” was proved by H. A. Helfgott in 2013.

Further consequences:

You find them!
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